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. ﬁﬂm Liusar Filtering of ap !htegmbad Sigr] in Whits Nolss®/

Let an analog message, a{t), be passed through as fdeal integrater %o
produce a sigoal, d{t), which ie observed in additive whi%e poize, ni{t). Lat
the observed sigmal, r(t), dsfined dy: _ y
2 : ‘ o L /[ oo
i r(t) = B(t) + n(t) = Sa(u) du + n(t}, ME o
-0

The spectra assacisted with a{t), b(s),

te available over the interval (-e,t),

and n(t) are rational and vill be denoted by §,(e’), 8,(a’) = 8_(a°) /s, and

’0‘ respectively. OGiven the cbeerved signal, a linear, sinimum-mesn-sguare-srror

sstimate of the wossage, a(t), ias desired,
Beginning with the solution to the Wiener-Hop? equetion, we shall demcnestrates

(1) The optimum linear filter for estimating a(t) without delay is given by:

Jm + £{0) A

[Sa(uz) + n%d* ).

(11) The minimum-nean-squars error, ‘iln' in estimating a(t) without delay ia! ]

l!o;pt'(") - J"E

¥, .
S 2 %
| atn * 3 fB(O) + T(0) N66 29381
| B I
whar ‘.;, ACCESSION NUMBER)
| sre P s (. S s
2(0) = SIOC 1e+ zn g W _’—agm«)‘"
. and -0 - . H . ACRQRTMXORADNUMBER) |
( 5,(a2)
¥{0) = S ozlo log[l + -—%—] - )

-~gn

I'O also note that as a con:aqnence of the resulta of Yovits and Je.cluonl or
’ Sny'dor the minimum-sean~-square error in estimating b(%) without deley is given - -
by ¥ t(o).. o :
‘l'ha above model iu hnortant beeause 1t arises very natunlly in the considorao
tion of the optimisation and perfomnce of FM demodulators cperating alove
threshold, as pointed out, for ezample, by Viterbi and Cahn?

In thisx instence,

€ in describes the estimmtion performance and ncr(o) the oparational performance
of the optimum FN demodulator.

The sxpressicn for ‘:in is significant becavse i% involves only the knmm‘

input spectrs and does not require & detormination of K pt(w) for its evaluation./

An identical expression has been given ty Becksr, Chang, and La.wtonu whose

[ 4
derivation is coneidersbly more involved then thet preeented here. ~ Yor the
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following derivation we oclosely parslils) Snydsrg

Derivation of the Expression for E api(a)‘

From the solution to the wienar--ﬁep{ equation, we have:

aus,,(n 1

Hopf,(") - {sb(sz) ;’0}4 {‘ b(" ) + ¥ O] ]
Ju - [sb(“ ) N] {sb(oz) . FO]V- o (s)
o

where the superscripts "+* and *<* indicate spectral factorization and the
subsoript "+" indicates taking the realizabie part of a partial-fraction

expansion. The bracketed expression in (5) with the subdbscript "+* is 2 rational

function whose mmora.tor is of degree sxactly cne greater than its denomiaator,
;Thh expression haas the form Jukl ko [unrulinble tcrns] when expanded {n a.

. partial fraction. We obtain kln{—‘providcd iim Sb(bz) = 0, Gonssm;entlr. L -

!

G-Na . .
J-r" X, S T
B () = (6)
opt . [S (m ) + H] . . i
We shall prove below that ko = H,f (0) and that b% Ropt(w)}f-l at o=0 80 that 4

ko is positive. (1) then follows from (6) by using tba fact that sh(cz)- s‘(»z) /mz.

Derivation of the Expression for ¢z

mip
The minizun-mean-square srror is given by:
- 5} -1 m(.)} 5,0 & 4 Su?-x o] 75 Bops(®] * 22 7
-0 ~ 02
Trom (1) ve have:
2 czﬁ + kz
1 , 00
|- &) —— (&)
‘ a’ ¢
And from the Appendix we bave:
2 2
1y % - Sple) i
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| E (w) = }

J= Copt (°” o116

Jo Topt

Subsatituting (8) and (9} in%o (7) we obiain:
| ©

2 S gkg + anzno “ -3: Hopt,(“')‘ cos?(m}} ';"5 /

(10

‘3’!3

- S{“o’ 2 o Jm opf.“”’;

¥e now make the following four observations:

| (1) Jm opt(m) . 'l‘o prove this asgune that }jlm Wt(m‘?l over soms YAange
; )
‘L_of frequencies and exarine (7). R_ephcing 3-1; qus(m)‘ »y 1 at theso

fregquencies reduces the mean-sguare error resulting ia & contradiction
since czm is already miniwum.

(s1)

opt(")z kO/ZJmN for w large for otherwise. from (ICr). t diverges.

»in
(411) S:nzﬂo n«{}; Bopt(w)} " 0 for nw2,3,4,°°°, . A siwple 2pplication of
contour integration shows that the integral is rerc for a=2,3,4,.¢.. since -

the integrand is right—half plane analytic and tehaves as li‘wzn'z for w large. -

—-- 3 see + +

(iv) X iJ"’ apt(o)} = 0 for z=1,2,3, Tke proof 49 identicxl to

thl.f. of (%it).

Using these observations and ths logsritbmic expansion:

- log(lex) = x+ 1 x° +3 2 4 v for |mci

o ———t o e e —_—— . . B - - . ——

{11)

O (RSN S Y
= ‘§ k:- nzﬂo logll = opt(m)f }%ﬁm

1 - o
f‘z;;
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ilso, {iv) lscade to;

1 2 4
o= Slog‘l L O
- 2
© a“'215'0 > ¥ duw .
= | log ~ (12)
s (52) + mzﬂ' i)
- a C
(11) and {12) can bs codtained frox ths colorsd-noiecs vesulis of Yovits
and Jackaonl. In this form, however, ez 2

min is difficuls to svaluats gince ko
mst first be determinad from the integral equation (12). ¥e shall now perform

some mnipulations which 1lead {0 the convenient expreszioa for a:;1 2 Eiven ubove,

Let
_ s wZN + X
£(A) = -—Sl g 2 (13
Lo M so.(mz) * mZKQ : o

¥e seek X such that f(l-kg) = 0. Differentiating (13):

e
d 1 dw 1
aa 2w

_quﬁo + 2!3013

Integrating and introcduoing the sppropriate bdoundary condition we then odbtain:

£(0) = -vg + £(0} (34)

whoere £(0) is defined by (3). Betting J\-'-kg we thon obtain from (14)

2 2 c
ko - 1'0 £7(0) (15)

Following the same procedurse, lst: .
o
mz}l’o + A

) = X {A - «’¥, log

00

Tle

2 ,
S&{w ) + wzﬂo }

2

min® Differsantiating and integreting as before, we odbtain:

Then F(xskg) = ¢

TO) = A= & RO) (16 )

where F(0) is defined by (4). Lotting k-kg and using (15) we then vbtsin

from (16)
: b

Eo- -591‘3(0) + ¥(0) (an

which is the desired result. \
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H (0 e Hopt ¥

jw opt

Then '

1 A
B (w - 2} o cp*

jw “opt ()

cos?(m)

1 2
\l - ‘EG'Hop:(“ = 1+

Using (8) we easily obtain:

2 2
kg = S07) |1

- + 2 {w)
1 Jw opt Sa(mz) + m2No l jw cpt

co3 q&w).
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